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Perceptual Programming by Example (PPBE)

• Programming by Example
• Provide input and output examples

• Task is to infer a program that satisfies examples

• Perceptual tasks make PPBE



“Illustrative” NTPT Program



Differentiable Programs

• Functions and conditionals differentiable w.r.t. variables



Lifelong Learning

• Train model on a sequence of tasks

• Evaluate knowledge transfer

• Evaluate extinction



Add2x2

• Given MNIST digits and operator indicators, calculate output



Apply2x2

• Given handwritten operators and digit indicators, calculate output

• APPLY instead of ADD



Math!

• Given mnist digits and handwritten operators of variable lengths, 
calculate an output



Knowledge Transfer

• Two NN functions shared between scenarios
• Both 2 layer relu with softmax

• One with 10 outputs, one with 4

• Operator and MNIST recognition can be shared

• Only one new net can be trained at a time



Baseline Models

• Baseline for task 1 and 2 is a simple MLP

• Operates on concatenated features

• Baseline task 3 is LSTM



Baseline Models (Cartoon Version)



Results



Generalization



Optimization Difficulties

• Train on expressions with 2 digits

• 2/100 random restarts converge

• Loopy program “provably generalizes perfectly” to longer sequences



Avoiding Forgetting

• Set learning rate of perceptual parts to 1/100 of task-specific parts



Details

• Probably minimizing cross entropy with correct answer

• Trains using expectation over instructions

• Each variable is a distribution over integers



Thank you
Questions/Discussion?


