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Objective

● Jointly predicts a class label, and explains why the predicted label is appropriate for the image.

● Introspection vs Justification explanation systems 

“This is a Western Grebe because filter 2 has a high activation…”

vs

“This is a Western Grebe because it has red eyes...”



Visual Description based on LRCN*
(This only generates descriptions not explanations)

*LRCN: Long-term Recurrent Convolutional Networks 

8192 dimensional penultimate layer



Visual Explanation Model: Relevance Loss



Visual Explanation Model: Discriminative Loss

● Discriminative Loss:

● Monte Carlo sampling of descriptions (w’) from p(w/I,C)

● Sampling operation is non smooth i.e.         is                 is undefined.

● Using REINFORCE’s equivalence property

Single Layer LSTM-based 
classification network



Visual Explanation Model: Combined Loss

● The sampled gradient term                            is weighted by the reward    
● Pushing the weights to increase likelihood of highly rewarded explanations.
● Reward is defined as

● Overall Loss function and gradient



Visual Explanation Model: Evaluation

● Caltech UCSD Birds (CUB) dataset.

● 200 classes. 11,788 images. 5 descriptive sentences per image.

● Image relevance evaluation metrics:

○ METEOR: Matching words (and synonyms) between generated and reference sentences per image.

○ CIDEr: Additionally rewards uncommon (tf-idf weighted) n-grams in generated sentences per image.

● Class Relevance

○ Class similarity CIDEr: Ground truth is combined image descriptions within a class.

○ Class Rank Metric. 

● Human Evaluation

○ Expert bird-watcher evaluation of 91 random explanations.



Visual Explanation Model: Results

Model Comparison
● Label
● Image
● Image + Label
● Image + Discriminative Loss
● Image + Label + discriminative Loss
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