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Task
Features:
• One single model
• Limited data



Task
• Training inputs:

{(𝑥$, 𝑠'$ , 𝑒$}$*'+

• 𝑥$ is an instruction is a sequence < 𝑥', 𝑥-, … 𝑥/ > where 𝑥$	𝑖𝑠	a token
• 𝑠'$ is a start state
• 𝑒$ is an execution demonstration of x starting at s1, which is an m-length
sequence <(s1,a1), …(sm, am)>, where 𝑠3 	∈ 𝑆, 𝑎3 	∈ 𝐴	𝑎𝑛𝑑	𝑎: = STOP



Task
• Testing inputs:

{(𝑥$, 𝑠'$ , 𝑠@$ }$*'A

• 𝑥$ is an instruction is a sequence < 𝑥', 𝑥-, … 𝑥/ > where 𝑥$	𝑖𝑠	a token
• 𝑠'$ is a start state
• 𝑠@$ is a goal state



Architecture

Previous IMG(s)

Previous actions

~𝑠 = [𝒗, 𝒙, 𝜓 𝑎3G' ]
State context



Actions
Action is decomposed into direction 𝑎Iand block 𝑎J.	We compute the feed
forward network:

𝑃 𝑎 𝑥, 𝑠, 𝑎3G' = 𝑃 𝑎3I = 𝑑 𝑥, 𝑠, 𝑎3G' ∗ 𝑃 𝑎3J = 𝑑 𝑥, 𝑠, 𝑎3G'



Reward function

Reward shaping:

• Distance-based shaping (𝐹')
• Trajectory-based shaping(𝐹-)

The final shaped reward is the sum of reward shaping and the problem reward



Reward shaping
• Distance-based shaping (if the agent moved closer to the goal state)

Th𝐞	𝐩𝐨𝐭𝐞𝐧𝐭𝐢𝐚𝐥	𝛟𝟏
𝐢 	is	proportional	to	the	negative	distance	from	the	goal	state:

• Trajectory-based shaping (considering the previous state and action)

Encourage the agent to take action close to the execution demonstration state



Policy gradient objective

• Contextual Bandit

Immediate reward

Suitable for the few-sample regime common in natural language problem

Policy is learned from agent context rather than the world state



Policy gradient objective

• Contextual Bandit Immediate reward

Total reward for an episode

Average for this episode



Policy gradient objective

• Entropy Penalty

entropy

To avoid falling into negative reward and rarely completing the task in the
early training



Algorithm

Initialization

Construct state
context

Sample an action

Compute policy gradient



Results
Distance error:
The sum of Euclidean distances for
each block between its position at
the end of the execution and in the
gold goal state

Reflects problem with
limited data

F1 is better than F2


