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Introduction
• Mapping natural language instructions to sequences of 

executable actions using RL 
• Use policy gradient 
• 2 domains :  
• Windows troubleshooting guides 
• Game tutorials





Problem Formulation
• Mapping text to actions: 
• Document d 
• Sequence of sentences  
• Map d to actions 
• Action   command c, command parameters R, words W’ 

in sentence specifying c 
• Environment : set of objects + their properties 
• Mapping state s :   j: current sentence index, W: words 

already mapped by previous actions in j



3 step mapping from sentence to actions

W’ underlined, W in grey



Training
• D documents 
• Reward function r(h) where history 
• Estimate parameters of policy 
• Log linear model ( i.e. linear softmax policy) :    

• n-dimensional feature representation 



Reinforcement Learning: Policy gradients
• We maximize 
•    : probability of history h starting from state s acting 

according to policy with parameters  



Policy gradient algorithm



Policy gradient algorithm
• Exact derivate of        intractable, expectations requires 

summation over all histories 
• Use stochastic gradient ascent, noisy estimate of expectation 
• Draw samples from          by acting in environment, use to 

estimate expectation





Reward functions
• Case: Every d in D annotated with correct action sequence 
• MLE reward, 1 when h matches annotation, 0 otherwise 
• Policy gradient same as SGD with MLE objective 

• Case: No annotations available 
• Use feedback that correlates with action sequence quality



Experiments
• Microsoft Windows Help and Support: 
• Reward function: Environment feedback 
• Noisy reward: check whether execution can proceed from one 

sentence to next, i.e., at least one word in sentence corresponds to 
an object in the environment 
• When satisfied, positive reward linearly increases with percentage of 

words assigned to non null commands



Experiments
• Crossblock puzzle 

game  
• Reward: easy to 

directly verify 
completion, -1 if 
reach a state where 
game is unsolvable



Datasets
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