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Task Develop a dialog agent for mobile robots understanding
human instructions through semantic parsing





Semantic parser
• 𝜆 − calculus
• Combinatory categorical grammar (CCG)

NP: Noun phrase
N: Noun

Mallory Morgan’s office

variable



Belief state

• Three components:
• Each component is a histogram of confidences over possible assignments
• Action: walking and bringing items -> [0,1]
• Recipient -> (people, room, items) U null
• Patient -> (people, room, items) U null

Expression: go to the office
Logical form: action(walk) ^ recipient(walk, the (𝜆𝑦. 𝑜𝑓𝑓𝑖𝑐𝑒(𝑦))))

Multiple meaning hypotheses:



Updating the Belief state

• For open-ended statement (update all hypotheses):
𝑐𝑜𝑛𝑓 𝑐 = 𝐻1,3 ← 𝑐𝑜𝑛𝑓 𝑐 = 𝐻1,3 1 − 6
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7
α − threadhold	of	confidence

• For unmentioned arguments:
𝑐𝑜𝑛𝑓 𝑐 = 𝐻E,3 ← 𝛾𝑐𝑜𝑛𝑓 𝑐 = 𝐻E,3

γ − decay	parameter



Responding
Reduce to discrete state:

𝑇3 = 𝑎𝑟𝑔𝑚𝑎𝑥Q∈ST(𝑐𝑜𝑛𝑓(𝑐 = 𝑡)
𝑇3- the top candidate arguments



Learning from conversations

Template-based lexical generation procedure (GENLEX)
• For each utterance paired with a logical form seen during training:



Learning from conversations
Template-based lexical generation procedure (GENLEX)
• For each utterance paired with a logical form seen during training:

I want a flight to New York.



Experimental setup

• Mechanical Turk
• Segbot Experiment
• Task:
• Navigation
• Delivery

• Survey

Mechanical Turk

Segbot



Result (Mechanical turk)



Result (Segbot)


