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Motivation
● Deep NNs are:

○ Hard to encode domain knowledge into
○ Uninterpretable
○ Rely on labeled data

● Humans learn from:
○ Concrete examples (data)
○ General knowledge (rules)

■ Past tense words mostly end in -d/-ed



Related Work
● Several previous attempts
● All have issues, including:

○ Need for specific NN architecture

○ Only applicable to specialized knowledge (similarity tuples)

○ Not applicable to using NNs (instead using graphical models)

○ Poor performance



Their work - Iterative Rule Knowledge Distillation
● Usable on any NN architecture (including CNNs, RNNs, etc)
● General types of knowledge representations
● Good performance



Method

● Before:

● After:

(π is exponentially decreasing hyperparameter e.g. 1-0.9t)



Rules
● Rules:
● Each rule grounding rlg is composed of soft boolean values
●

● However, each rule seems to be any arbitrary function
● Each rule Rl has a confidence level λl (value of ∞ when hard constraint)



Teacher Network: q(Y|X)
● Models p with the constraint: 

● Optimization Problem:

● Closed-form:

(C is a fixed hyperparameter e.g. 400)



Method

● For each mini-batch:
○ Compute student: pθ(Y|X)
○ Compute projection on 

logic rule space (teacher): 
q(Y|X)

○ Run backprop to update 
weights of pθ(Y|X) based 
on weighted average of 
teacher and student



At Test time
● Can use student pθ(Y|X) or teacher q(Y|X) for inference
● Tradeoff:

○ Teacher performs better on average
○ Student can be faster if the rule computation is expensive or unavailable at test time



Final Algorithm



Results - Sentiment Classification
● Sentiment Classification using a CNN
● Logic Rule:



Results - Named Entity Recognition
● Uses BLSTM-CNN
● Logic Rule:



Semi-supervised Learning
● Can use unlabeled data to incorporate rule structure in student
● Loss during semi-supervised phase just becomes difference between 

student and teacher



Semi-supervised Results - Sentiment Classification



Their Contributions
● Incorporated domain knowledge into NN model
● Usable on any NN architecture
● General types of knowledge representations
● Good performance



● Incorporate intermediate representations

● Learn confidence level λ

Future Work


