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Goals
What is the purpose of this model?



Model “looks” at image while generating



Each word corresponds to a location



Locations help understand mistakes



Model Overview
How do you learn attention?



Encoder-Decoder Model

• CNN for encoding

• RNN with attention for decoding



Image Encoder

• CNN to extract a set of feature vectors 
• Correspond to locations in the image

• Termed “annotation vectors”

• Use pretrained VGGnet
• Use fourth from last layer (14x14)

• No finetuning



Decoder LSTM

• Standard LSTM trained to output captions 
• E:  an embedding matrix 

• y: output word

• h: hidden state

• z: context vector

• Initial state output by MLP



Decoder Output

• Output layer predicts next word based on LSTM hidden state, context 
vector, and previous word



Context Attention

• Attention function is an MLP
• Inputs are annotations and hidden state

• Output uses softmax

• Context vector is a function of annotation vectors and attention



Hard Attention Mechanism
Stochastic choice of location for attention



Hard Attention

• Attention is a stochastic choice of a single location

• Multiply attention by annotation to get context vector



Model Objective

• Model attempts to 
maximize the 
probability of 
generating target words 
given an attribute 
vector

• Calculate lower bound 
on log(p(y|a))



Monte Carlo Sampling

• Previous formula can be approximated by sampling



Monte Carlo Details

• Add a moving average term

• Add an entropy term

• With probability 0.5, set sampled location to its expected value



Hard Attention Example 1



Hard Attention Example 2



Hard Attention Example 3



Soft Attention Mechanism
Differentiable attention over entire image



Soft Attention

• The expectation of the context is just a sum product

• Pass expectation to LSTM instead of a sample

• Much easier than sampling



Gating Mechanism

• Add gating mechanism on top of attention



Doubly Stochastic Attention

• Penalize model so it tends to use the entire image

• Regularize by squared difference from 1



Why does this work?

• Expected hidden state of LSTM is approximately hidden state given 
expected input
• N(t,k,i): (timestep, word, location)



Soft Attention Example 1



Soft Attention Example 2



Soft Attention Example 3



Experiments
What can the model do?



Datasets

• Flikr
• RMSprop for Flikr8k

• Adam for Flikr30k

• MSCOCO
• Adam

• Tokenized for consistency with Flikr



Training Details

• Batch samples by sentence length to increase efficiency

• Dropout

• Early stopping

• Whetlab to optimize parameters



Annotation Results

• Annotate images and report BLEU and METEOR



Discussion



Conclusions

• Attention can improve on state-of-the-art results

• Attention can provide interpretability and explainability

• Want to encourage work on visual attention

• Encoder-decoder with attention can be used in other domains

• Does not require object detection or localization training



Questions?


