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Problem

● Large size of datasets is a bottleneck for natural language processing systems
● Proposed solution - Human-in-the-loop parsing.
● Non-experts improve parsing my answering questions automatically generated from the parser’s 

output



CCG



CCG Categories

Syntax
-Primitive symbols: NP, 
ADJ etc
-Syntactic combination 
operators (/,\)

Semantics
-ᶝ-calculus 
expression



CCG Lexical Entries



CCG Lexicons



CCG Operations



CCG Operations



CCG Parsing



Weighted Linear CCGs



Mapping CCG parses to queries

● Parse sentence using Combinatory Categorial Grammar (CCG) parser. 
● Determine verb’s set of arguments by the CCG supertag assigned to it
● Obtain dependencies for each argument position
● Replace noun phrases by something

put - CCG supertag 
CCG supertag to dependency -  “simple heuristic” 



Mapping CCG parses to queries

● Generate Q for every parse in 100-best outputs of the parser
● Pool Q by the head of the dependency, it’s CCG category and question string
● Each pool becomes a query
● Compute marginalized score for each QA phrase by summing over scores of all parses that 

generated them
● For each unique dependency, add candidate answer to the query by choosing the answer phrase 

that has the highest marginalized score for that dependency 
● Remove queries and answers with marginalized score below certain threshold, and queries with one 

answer (only keep confident questions with uncertain answers)



Examples



Re-parsing with QA annotation

● For question q, with answer a, denote by v(a) the fraction/number of annotators that chose a.
● Add re-parsing constraints as follows


