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Dataset and Task



Dataset

• Knowledge base
• 77 relations from Freebase

• Corpus
• Web crawl for sentences
• Discard sentences > 10 words
• Dependency parsed

• String match between KB and parsed corpus

• Identify sentences containing two entities
• 2.5 million (e1, e2, s) triples
• 1% of triples are positive examples; subsample 5% of negative



Task

• 4 inputs, 1 output, 2 constraints



Natural Language Queries

• Search for “X is a Y” sentences

• Create queries for Y

• Each query annotated with logical form (50 test, 50 val)

• Test recall of correct logical form



Combinatory Categorical 
Grammar



CCG Notation



CCG Rule Application



Model



Graphical Model

• Random Variables
• Sentence

• Semantic Parse

• Constraint Satisfaction

• Truth of relation

• Functions
• Semantic parser

• Weak supervision



Factor Graph



Semantic Parser

• Log-linear probabilistic CCG
• Count of each entry

• Number of times each rule applied to each possible argument combination



Semantic Constraint

• Every relation should be expressed in the sentences

• No semantic parse should be a relation not in the KB

• Yr = is r(e1,e2) expressed in any sentence



Syntactic Constraint

• Penalize ungrammatical parses

• Semantic parse should agree with dependency parse

• For every element of parse tree, head words should have a 
dependency edge



Training



Lexicon Generation

• Dependency parse the corpus

• Create entries based on dependency relationships containing entities
• (relationships on next slide)

• Prune infrequent categories



Dependency Parse Patterns



Most Frequent Relations



Training

• Structured perceptron learning rule

• Each train example is two entities and every sentence containing both

• First optimization is easy because y and z are functions of parse

• Second optimization requires beam search over parses
• Generate 300 parses

• Eliminate using constraints



Results



Three models

• PARSE: semantic parser

• PARSE+DEP: observes correct dependency parse at test time

• PARSE-DEP: no syntactic constraint



Results



Discussion

• Supervising a semantic parser directly requires annotating sentences 
with logical forms

• This model uses more readily-available supervision
• Knowledge base

• Dependency parses


